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 • This study systematically examines the transformative role of Artificial 

Intelligence (AI) in decision-making, focusing on its applications, 

challenges, and future opportunities. Using the Preferred Reporting Items 

for Systematic Reviews and Meta-Analyses (PRISMA) guidelines, a total 

of 100 peer-reviewed articles were analyzed to ensure a rigorous and 

comprehensive understanding of the subject. The findings highlight AI's 

ability to optimize decision-making processes through advanced 

technologies such as machine learning, natural language processing, and 

predictive analytics, significantly enhancing accuracy, efficiency, and 

responsiveness across diverse sectors such as healthcare, finance, supply 

chain management, and public administration. Despite these 

advancements, the study identifies persistent challenges, including 

algorithmic bias, data privacy concerns, and the lack of transparency in 

"black box" AI models, which undermine trust and accountability. 

Additionally, the review uncovers research gaps, particularly in low-

resource settings and emerging markets, where AI's potential remains 

underutilized due to infrastructural and data limitations. The integration 

of AI with emerging technologies, such as blockchain, quantum 

computing, and edge computing, presents promising opportunities to 

enhance scalability, security, and transparency in decision-making. The 

study also underscores the importance of interdisciplinary research, 

particularly at the intersection of AI and social sciences, to better 

understand human-AI interaction and foster ethical and socially equitable 

AI adoption. By addressing these challenges and leveraging emerging 

opportunities, AI can evolve into a transformative tool for informed, 

inclusive, and responsible decision-making in an increasingly complex 

world. 
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1 Introduction 

The evolution of big data has fundamentally 

transformed the way organizations approach decision-

making processes, providing unparalleled access to vast 

and diverse datasets (Pillai et al., 2021). These datasets, 

when effectively utilized, can unlock insights that were 

previously unattainable. Big data refers to large, 

complex datasets generated at high velocity from 

various sources, such as social media, IoT devices, and 

transactional systems (Kowalczyk & Buxmann, 2015). 

The integration of Artificial Intelligence (AI) into 

decision-making has emerged as a game-changer, 

leveraging advanced computational methods to process, 

analyze, and interpret data for actionable insights. AI 

technologies, including machine learning, natural 

language processing (NLP), and deep learning, are 

designed to address the challenges posed by big data, 

such as its volume, variety, and veracity (Edwards et al., 

2000). These advancements have prompted researchers 

and practitioners to explore AI's transformative 
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potential across multiple domains. Moreover, AI-driven 

decision-making enables organizations to move beyond 

traditional data analysis methods by providing real-

time, predictive, and prescriptive capabilities (Ahmad 

& Laroche, 2017). For instance, predictive analytics, 

powered by machine learning algorithms, allows 

businesses to forecast trends and anticipate customer 

behaviors, significantly enhancing strategic planning 

(Wamba et al., 2021). Furthermore, NLP enables the 

extraction of meaningful insights from unstructured 

textual data, such as customer reviews and social media 

posts, further enriching decision-making processes (Di 

Vaio et al., 2020). These capabilities are crucial in 

industries like finance, healthcare, and retail, where 

data-driven insights can lead to optimized operations 

and enhanced customer experiences (Dwivedi et al., 

2021). Despite these benefits, the effective 

implementation of AI requires addressing challenges 

such as data privacy, algorithmic transparency, and 

computational efficiency. 

The rise of big data has not only amplified the need for 

AI integration but also highlighted the limitations of 

human cognitive abilities in processing large-scale 

datasets. Human decision-makers often struggle with 

cognitive biases and information overload, which can 

hinder optimal decision-making (Jałowiec et al., 2022). 

AI, by contrast, excels at identifying patterns and 

correlations that are imperceptible to the human eye, 

enabling more objective and data-driven decisions 

(Olabi et al., 2023). Moreover, AI technologies 

facilitate scalability, allowing organizations to analyze 

and interpret data at a speed and scale that far exceed 

human capabilities. This is particularly critical in 

scenarios requiring rapid decision-making, such as real-

time fraud detection or emergency response planning 

(Dwivedi et al., 2021).  However, the integration of AI 

into decision-making is not without its challenges. One 

significant issue is the ethical implications of 

algorithmic decision-making, particularly in areas 

where AI systems may inadvertently perpetuate biases 

present in the training data (Di Vaio et al., 2020). 

Additionally, the complexity and opaqueness of AI 

algorithms, often referred to as the "black-box" 

problem, raise concerns about accountability and trust 

in AI-driven decisions (Entezari et al., 2023). 

Researchers have emphasized the importance of 

developing explainable AI models to address these 

concerns, enabling stakeholders to understand and trust 

 

Figure 1: The Impact and benefits of big data and data analytics 

 

Source: fisclouds.com (2024) 
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the decisions made by AI systems (Jarrahi, 2018). These 

challenges necessitate a careful balance between 

technological innovation and ethical responsibility. 

The application of AI in the era of big data evolution is 

also influenced by emerging trends and 

interdisciplinary approaches. For example, the 

convergence of AI with technologies like blockchain, 

IoT, and edge computing is creating new opportunities 

for decentralized and secure data analysis (Di Vaio et 

al., 2020). Similarly, advancements in quantum 

computing hold the promise of accelerating AI 

algorithms and enabling the analysis of exponentially 

larger datasets (Wamba et al., 2021). As industries 

continue to adopt AI-driven decision-making, ongoing 

research and development are essential to ensure that 

these systems are robust, ethical, and aligned with 

organizational goals. By synthesizing insights from 

recent studies, this paper aims to provide a 

comprehensive exploration of AI's role in decision-

making amidst the big data revolution. The primary 

objective of this study is to explore the transformative 

role of Artificial Intelligence (AI) in enhancing 

decision-making processes in the era of big data 

evolution. This research aims to identify and analyze 

key AI technologies, such as machine learning, natural 

language processing, and predictive analytics, and their 

applications in addressing the challenges of big data. 

Specifically, the study seeks to investigate how AI 

enables organizations to extract actionable insights 

from vast datasets, improve operational efficiency, and 

foster strategic innovation. Furthermore, it examines the 

ethical, technical, and computational challenges 

associated with AI-driven decision-making, 

emphasizing the importance of developing transparent 

and accountable AI systems. By synthesizing insights 

from recent academic and industry studies, this research 

provides a comprehensive understanding of the 

opportunities and challenges of AI integration in 

decision-making, offering practical recommendations 

for leveraging AI in diverse sectors. 

2 LITERATURE REVIEW 

The rapid evolution of big data and the growing 

adoption of Artificial Intelligence (AI) in decision-

making have led to a surge in scholarly interest and 

practical applications across diverse fields. This section 

reviews existing literature to establish a theoretical and 

empirical foundation for understanding how AI 

 

Figure 2: Decentralized Big Data Sharing model 
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technologies are reshaping decision-making processes 

in the era of big data. By synthesizing insights from 

academic research, industry reports, and case studies, 

this literature review highlights key themes, 

frameworks, and challenges in the field. The aim is to 

provide a comprehensive understanding of the interplay 

between AI and big data, focusing on its implications 

for various domains such as predictive analytics, ethical 

considerations, and computational advancements. 

2.1 Conceptual Foundations of AI and Big Data in 

Decision-Making 

The evolution of Artificial Intelligence (AI) has been a 

defining feature of technological advancement, with its 

historical development rooted in efforts to mimic 

human intelligence through computational systems 

(Duan et al., 2019). Early AI research in the mid-20th 

century focused on rule-based systems, which have 

since evolved into sophisticated machine learning and 

deep learning algorithms capable of self-learning from 

data (Duan et al., 2019). This progression has allowed 

AI to transition from theoretical concepts to practical 

tools for solving complex problems in diverse fields 

such as healthcare, finance, and supply chain 

management (Singh & Giudice, 2019). Today, AI’s 

contemporary significance lies in its ability to enhance 

decision-making processes by automating data analysis, 

reducing human error, and uncovering actionable 

insights from large datasets (Wang et al., 2018). These 

advancements are particularly impactful in the era of 

big data, where the sheer volume and complexity of 

information necessitate intelligent systems for 

processing and interpretation (McAfee & Brynjolfsson, 

2012). 

Big data, characterized by its volume, variety, velocity, 

and veracity (commonly referred to as the "4Vs"), plays 

a pivotal role in modern decision-making (Mostafa & 

El-Masry, 2013). Volume refers to the vast amounts of 

data generated daily, while variety highlights the 

diverse formats such as text, video, and structured data 

(Davenport, 2006). Velocity reflects the rapid speed at 

which data is produced and requires analysis, while 

veracity addresses the accuracy and reliability of the 

data being used (Davenport & Harris, 2007). These 

characteristics make big data a valuable yet challenging 

asset for organizations aiming to derive meaningful 

insights. AI provides the computational power and 

algorithms necessary to process and analyze big data, 

transforming raw information into strategic intelligence 

(Ardito et al., 2019; Entezari et al., 2023). For instance, 

AI-powered predictive analytics enables organizations 

to anticipate future trends and make proactive decisions, 

significantly enhancing operational efficiency (Wang et 

al., 2018). Moreover, The interrelation between AI and 

big data is crucial for informed decision-making, as AI 

relies on large datasets to train its algorithms and 

improve performance. Big data serves as the foundation 

for AI’s ability to recognize patterns, identify 

correlations, and make predictions, while AI enhances 

big data analytics by automating complex processes and 

delivering actionable results in real-time (McAfee & 

Brynjolfsson, 2012). For example, in the retail industry, 

AI leverages big data to analyze consumer behavior, 

optimize inventory management, and personalize 

marketing strategies (Mostafa & El-Masry, 2013). 

Similarly, in the healthcare sector, AI utilizes patient 

data to improve diagnostics, develop personalized 

treatment plans, and predict disease outbreaks, 

demonstrating its potential to revolutionize decision-

making across industries (Ayan et al., 2023). 

2.2 Theoretical Models and Frameworks 

Decision-making theories have evolved significantly 

with the advent of AI and big data, moving from 

classical models like rational decision-making to more 

dynamic frameworks. Traditional decision-making 

Figure 3: Benefits of Big Data Analytics 
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models, such as (Selten, 1990) bounded rationality 

theory, emphasized the limitations of human cognition 

in processing information and making optimal 

decisions. However, the integration of AI and big data 

has redefined these boundaries by introducing 

computational capabilities that transcend human 

constraints (Qasim & Kharbat, 2019). For instance, AI-

enabled systems utilize vast datasets to analyze 

scenarios, evaluate alternatives, and recommend 

optimal actions, embodying a shift towards data-driven 

decision-making approaches (Güney & Kantar, 2020). 

Contemporary decision-making models increasingly 

incorporate AI-driven algorithms to support complex 

and high-stakes decisions across domains such as 

finance, healthcare, and public policy (Gunasekaran et 

al., 2017). 

Adaptive frameworks have gained prominence in 

decision-making contexts, leveraging AI's ability to 

learn and evolve in response to changing data patterns 

(Gupta et al., 2018). These frameworks, rooted in 

reinforcement learning and dynamic optimization, 

allow AI systems to adapt their decision-making 

strategies based on real-time feedback (Güney & 

Kantar, 2020). For example, AI in e-commerce employs 

adaptive frameworks to personalize recommendations 

for customers by analyzing their browsing and 

purchasing behaviors (Casquiço et al., 2021). Similarly, 

in healthcare, adaptive AI models support clinical 

decision-making by tailoring treatment plans to 

individual patients based on evolving health data 

(Qasim & Kharbat, 2019). These systems exemplify 

how adaptive frameworks harness the interplay between 

AI and big data to enable responsive and context-aware 

decision-making. Moreover, predictive frameworks 

powered by AI technologies play a critical role in 

modern decision-making by providing foresight into 

future trends and outcomes. Machine learning 

algorithms, particularly those employing supervised 

learning, excel at identifying patterns and correlations 

in historical data, enabling accurate predictions (You et 

al., 2019). In the financial sector, predictive AI models 

are widely used for credit risk assessment, fraud 

detection, and investment portfolio optimization 

(Aydiner et al., 2019). Predictive frameworks also 

extend to public safety, where AI systems analyze crime 

data to forecast and prevent potential incidents (Chiang 

et al., 2012). The success of these frameworks relies on 

the integration of high-quality big data, as inaccuracies 

in data inputs can lead to suboptimal predictions and 

decisions (Lim et al., 2013). Moreover, the integration 

of adaptive and predictive frameworks has led to the 

development of hybrid decision-making models that 

combine real-time responsiveness with future-oriented 

insights. These hybrid models, often referred to as 

prescriptive analytics, not only predict outcomes but 

also recommend optimal actions to achieve desired 

objectives (Rieple et al., 2012). For example, in supply 

chain management, prescriptive models optimize 

inventory levels and delivery routes by analyzing 

historical trends alongside real-time logistics data (Hu 

et al., 2021). Despite their effectiveness, these models 

present challenges, including the computational 

complexity of combining multiple AI algorithms and 

ensuring the interpretability of their outputs (Bole et al., 

2015). Continued research into hybrid frameworks is 

essential to enhance their scalability, reliability, and 

transparency, thereby maximizing their impact on 

decision-making processes. 

2.3 AI Technologies Driving Big Data Analytics 

Machine learning, as a subset of AI, has become a 

cornerstone in big data analytics by enabling decision-

making through supervised, unsupervised, and 

reinforcement learning approaches (Lim et al., 2013). 

Supervised learning, which trains models on labeled 

datasets, is widely used for classification and regression 

tasks in industries such as finance and healthcare 

(Rieple et al., 2012). For instance, supervised learning 

algorithms have been applied to predict customer churn, 

identify fraudulent transactions, and classify medical 

images with high accuracy (Hu et al., 2021). 

Figure 4: AI-Driven Decision-Making Frameworks 
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Unsupervised learning, on the other hand, analyzes 

unlabeled data to identify hidden patterns and clusters, 

making it a valuable tool for market segmentation and 

anomaly detection (Bole et al., 2015). Reinforcement 

learning, a dynamic approach where agents learn 

through interaction with an environment, has been 

employed in real-time decision-making applications 

such as autonomous vehicles and robotic process 

automation (Tseng et al., 2017). These machine 

learning techniques collectively enhance decision-

making capabilities by extracting actionable insights 

from complex datasets. 

Predictive analytics, powered by machine learning, 

leverages historical and real-time data to forecast future 

trends and outcomes. Supervised learning models, such 

as linear regression, decision trees, and neural networks, 

are extensively used for trend analysis in fields ranging 

from financial forecasting to healthcare planning 

(Gunasekaran et al., 2017). For example, in retail, 

predictive analytics enables inventory optimization and 

demand forecasting, ensuring supply chain efficiency 

(Davenport & Harris, 2007). Similarly, in the energy 

sector, predictive models forecast equipment failures, 

reducing downtime and maintenance costs (Lismont et 

al., 2017). These applications demonstrate how 

machine learning empowers organizations to anticipate 

changes and adapt strategies proactively, providing a 

competitive advantage in data-driven industries. 

Unsupervised learning techniques contribute 

significantly to exploratory data analysis, revealing 

insights that are not apparent through traditional 

methods. Clustering algorithms, such as k-means and 

hierarchical clustering, group data into meaningful 

categories, aiding in customer segmentation and 

personalized marketing (Lin et al., 2017). 

Dimensionality reduction techniques, like principal 

component analysis (PCA), simplify complex datasets 

while preserving critical information, facilitating 

efficient analysis (Otokiti, 2019). In cybersecurity, 

unsupervised learning identifies anomalous patterns in 

network traffic, enabling early detection of potential 

threats (Gunasekaran et al., 2017). These applications 

highlight the role of unsupervised learning in 

uncovering hidden structures within data, enhancing 

decision-making processes in diverse 

domains.Moreover, reinforcement learning stands out 

for its adaptability and real-time decision-making 

capabilities, particularly in dynamic environments. This 

approach has been instrumental in optimizing 

operations in sectors like logistics, where AI systems 

learn to balance delivery costs and times effectively 

(Wang et al., 2018). In the healthcare domain, 

reinforcement learning models assist in optimizing 

treatment schedules and drug dosages based on patient 

responses (Gunasekaran et al., 2017). Furthermore, 

reinforcement learning's ability to simulate and learn 

from multiple scenarios has made it invaluable in 

autonomous systems, including drones and self-driving 

cars (Davenport & Harris, 2007). By continuously 

learning and improving, reinforcement learning 

enhances the predictive power of machine learning, 

driving innovation in big data analytics and decision-

making. 

2.4 Natural Language Processing (NLP) 

Natural Language Processing (NLP) has become a 

critical component of big data analytics, particularly in 

the processing of unstructured data such as social media 

posts, customer reviews, and textual documents. This 

unstructured data, which constitutes a significant 

portion of the information generated daily, contains 

valuable insights that traditional data processing 

methods often overlook (Kang et al., 2020). NLP 

enables the extraction, interpretation, and organization 

of textual data, transforming it into actionable 

intelligence for decision-making (Kang et al., 2020). 

For instance, organizations use NLP to analyze social 

media trends and customer feedback, gaining a deeper 

understanding of consumer preferences and public 

sentiment (Berger et al., 2019). The ability to process 

unstructured data at scale provides organizations with a 

competitive advantage, particularly in industries where 

real-time insights drive strategic decisions. One of the 

most prominent applications of NLP is sentiment 

analysis, which involves identifying and categorizing 

emotions expressed in text. Sentiment analysis is widely 

employed in marketing, where it helps organizations 

assess customer satisfaction, track brand perception, 

and tailor advertising strategies (Signorini et al., 2011). 

Machine learning models, such as support vector 

machines (SVM) and neural networks, are commonly 

used for this purpose, achieving high levels of accuracy 

in sentiment detection (Chi-Hsien & Nagasawa, 2019). 

In addition, sentiment analysis extends to public policy 
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and social research, where it aids in understanding 

societal trends and gauging public opinion on various 

issues (Ghose et al., 2012). By providing an efficient 

way to quantify subjective data, sentiment analysis 

serves as a powerful tool for data-driven decision 

support. 

Moreover, anguage understanding, a broader aspect of 

NLP, focuses on comprehending the context and 

semantics of textual information, enabling systems to 

derive meaningful insights from complex data sources 

(Xu et al., 2014). Advanced models like Bidirectional 

Encoder Representations from Transformers (BERT) 

and Generative Pre-trained Transformers (GPT) have 

revolutionized NLP by significantly improving the 

accuracy of language understanding tasks 

(Adamopoulos et al., 2018). These models are 

particularly effective in applications requiring context-

sensitive interpretation, such as customer service 

chatbots, legal document analysis, and automated 

content summarization (Collobert et al., 2011). For 

instance, financial institutions use NLP to process and 

analyze regulatory documents, ensuring compliance 

and reducing manual effort (Cui et al., 2018). The 

ability to understand nuanced language enhances 

decision-making processes by providing precise and 

contextually relevant insights. Moreover, NLP's 

integration into decision support systems extends 

beyond text analysis, enabling organizations to engage 

in predictive and prescriptive analytics. For example, 

text mining techniques powered by NLP are used in 

healthcare to extract critical information from patient 

records, facilitating accurate diagnostics and 

personalized treatment planning (Adamopoulos et al., 

2018). Similarly, in the retail sector, NLP models 

analyze customer reviews to identify emerging trends 

and inform product development strategies (Cui et al., 

2018). As NLP technologies continue to evolve, their 

application in processing unstructured data will further 

enhance decision-making capabilities across industries. 

However, challenges such as data privacy, algorithmic 

bias, and language diversity remain critical areas for 

future research and development(Adamopoulos et al., 

2018; Collobert et al., 2011).

2.5 Deep Learning and Neural Networks 

Deep learning, a subset of machine learning, has 

emerged as a transformative technology in big data 

analytics, particularly due to its advanced capabilities in 

pattern recognition and anomaly detection (Dahl et al., 

2012; Hasan et al., 2024; Uddin, 2024; Uddin & 

Hossan, 2024). Deep learning algorithms, such as 

convolutional neural networks (CNNs) and recurrent 

neural networks (RNNs), excel at identifying intricate 

patterns in high-dimensional data (Ciresan et al., 2010). 

CNNs are widely used for image recognition, extracting 

visual patterns with high accuracy, while RNNs are 

effective in analyzing sequential data such as time-

series or speech (Arel et al., 2010). These models have 

proven invaluable in detecting anomalies in fields like 

 

Figure 5: Global Natural Language Processing Market 
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fraud detection, network security, and healthcare 

diagnostics (Hinton et al., 2006). For instance, financial 

institutions leverage deep learning for real-time fraud 

monitoring by identifying deviations from typical 

transaction patterns, ensuring proactive risk mitigation 

(Cho, 2014). The application of deep learning extends 

to dynamic and real-time environments, where its 

ability to process large streams of data is critical. 

Dynamic systems, such as autonomous vehicles, 

depend on deep learning algorithms for tasks like object 

detection, path planning, and real-time decision-making 

(Pascanu et al., 2013). Similarly, deep reinforcement 

learning combines the strengths of deep learning and 

reinforcement learning to optimize decisions in 

constantly changing environments (Giusti et al., 2013). 

In healthcare, deep learning models analyze real-time 

patient data from monitoring devices, enabling timely 

interventions and personalized treatment 

recommendations (Šíma, 1994). These capabilities 

highlight deep learning's potential to revolutionize 

industries that require rapid and accurate responses to 

dynamic conditions. 

Anomaly detection, a critical application of deep 

learning, involves identifying data points that deviate 

significantly from expected patterns. Deep learning 

models such as autoencoders and generative adversarial 

networks (GANs) have shown exceptional performance 

in anomaly detection tasks (Goldfarb et al., 2018). 

Autoencoders compress and reconstruct data to identify 

deviations, while GANs generate synthetic data for 

robust anomaly detection in environments with limited 

labeled data. In cybersecurity, these models detect 

unusual patterns in network traffic, helping to identify 

potential threats and breaches before they escalate (Sen 

et al., 2016). Similarly, in manufacturing, anomaly 

detection systems identify defects in production 

processes, ensuring quality control and minimizing 

waste (Guo et al., 2014). These applications 

demonstrate how deep learning facilitates proactive 

measures across industries. Despite its advanced 

capabilities, deep learning also faces challenges, 

including the need for large datasets, computational 

intensity, and model interpretability. The reliance on 

vast labeled datasets for training is a limitation in 

domains where annotated data is scarce (Mnih et al., 

2013). Moreover, the high computational demands of 

training deep neural networks require substantial 

infrastructure, which can be a barrier for small 

organizations (Hu et al., 2019). Additionally, the 

"black-box" nature of deep learning models raises 

concerns about transparency and accountability in 

decision-making processes (Poon & Domingos, 2011). 

Addressing these challenges is essential to fully realize 

the potential of deep learning in dynamic and real-time 

environments, and ongoing research is focused on 

developing more efficient, interpretable, and adaptable 

models. 

2.6 Automated Reasoning and Expert Systems 

Automated reasoning systems, underpinned by logic-

based frameworks, have become indispensable in high-

stakes industries requiring precise and reliable decision-

 

Figure 6: Deep Learning in Big data Analytics 
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making. These systems use formal reasoning techniques 

to analyze complex datasets and generate conclusions 

based on predefined rules and logical inferences (Hu et 

al., 2019). In healthcare, logic-based systems assist in 

diagnosing diseases by evaluating symptoms, patient 

histories, and diagnostic test results against established 

medical knowledge (Shao et al., 2014). Similarly, in 

finance, automated reasoning models are used to assess 

credit risks and ensure compliance with regulatory 

frameworks by evaluating vast amounts of structured 

and unstructured data (Coates et al., 2013). The 

systematic approach of these systems minimizes errors, 

making them highly valuable in scenarios where 

accuracy and accountability are critical. Moreover, 

expert systems, a branch of automated reasoning, have 

revolutionized problem-solving in domains 

characterized by complexity and uncertainty. These 

systems simulate human expertise by applying a 

combination of knowledge bases and inference engines 

to tackle specialized tasks (Martens, 2010). For 

example, MYCIN, one of the earliest expert systems, 

demonstrated the potential of AI in providing effective 

medical diagnoses and treatment recommendations 

(Raina et al., 2009). In engineering, expert systems are 

employed for fault diagnosis and predictive 

maintenance, ensuring operational continuity and 

reducing downtime (Arel et al., 2010). By encoding 

domain-specific knowledge into computational models, 

expert systems enhance decision-making in 

environments where human expertise may be limited or 

inconsistent. The impact of expert systems on complex 

problem-solving is evident in their ability to process 

large datasets, identify correlations, and recommend 

optimal solutions. In high-risk environments such as 

aerospace and nuclear power, expert systems aid in 

monitoring critical systems, detecting anomalies, and 

recommending preventive actions (Ciresan et al., 2010). 

In agriculture, these systems optimize resource 

allocation and pest control strategies, improving crop 

yields and sustainability (Lusci et al., 2013). The use of 

expert systems in such diverse fields highlights their 

flexibility and scalability, enabling them to address 

problems that are otherwise difficult to manage 

manually. Additionally, their integration with machine 

learning and natural language processing enhances their 

capability to adapt to dynamic data inputs and evolving 

requirements (Arel et al., 2010). Despite their utility, the 

adoption of automated reasoning and expert systems 

faces several challenges, including knowledge 

acquisition, system scalability, and user trust. Building 

and maintaining a comprehensive knowledge base can 

be time-consuming and resource-intensive, particularly 

in rapidly evolving fields (Cho et al., 2012). Scalability 

is another concern, as the performance of logic-based 

systems can degrade when handling large, complex 

datasets. Moreover, the "black-box" nature of some 

expert systems raises concerns about transparency and 

interpretability, particularly in high-stakes decision-

making contexts (Hinton et al., 2006). Addressing these 

challenges requires the development of more robust, 

adaptive, and explainable systems, ensuring their 

continued relevance and effectiveness in solving 

complex problems across industries. 

2.7 Sectoral Applications of AI in Big Data 

Decision-Making 

2.7.1 Healthcare Sector 

Artificial Intelligence (AI) has significantly advanced 

predictive diagnostics and personalized medicine, 

transforming healthcare delivery by leveraging big data 

analytics and machine learning algorithms (Uddin et al., 

2024). Predictive diagnostic tools, such as 

convolutional neural networks (CNNs) and decision 

trees, analyze patient data, including medical histories, 

genetic profiles, and imaging results, to detect diseases 

at early stages and predict potential health risks with 

high accuracy (Erickson & Rothberg, 2017; Mazumder 

et al., 2024; Alam, 2024). These tools have 

demonstrated remarkable success in diagnosing 

conditions like cancer, diabetes, and cardiovascular 

diseases, often outperforming traditional diagnostic 

methods. Personalized medicine, an extension of AI's 

capabilities, tailors treatments to individual patients by 

considering genetic information, lifestyle factors, and 

real-time health data, enabling more effective and 

targeted therapies (Alam et al., 2024; Lin et al., 2017; 

Rahman et al., 2024). Beyond diagnostics, AI enhances 

hospital operations through resource allocation, using 

predictive models to optimize staff scheduling, bed 

management, and inventory of medical supplies 

(Shareef et al., 2021). For instance, machine learning 

algorithms forecast patient admission rates based on 

historical and real-time data, enabling hospitals to 

allocate resources proactively and avoid overcrowding 

(Otokiti, 2019). AI also assists in operational decision-
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making by analyzing workflow inefficiencies and 

recommending process improvements, reducing 

operational costs and improving patient care quality (Li 

& Qin, 2017). Despite these advancements, challenges 

such as data privacy, algorithmic bias, and integration 

with existing systems persist, underscoring the need for 

continued research and innovation in AI applications 

for healthcare (Freyn & Farley, 2020; Wang et al., 

2018). Collectively, these capabilities illustrate AI's 

transformative potential in revolutionizing predictive 

diagnostics, personalized medicine, and hospital 

operations, fostering a more efficient and patient-

centered healthcare system. 

2.7.2 Financial Services 

Artificial Intelligence (AI) has revolutionized financial 

services by enhancing risk management, fraud 

detection, credit scoring, and investment analytics 

through advanced machine learning models. In risk 

management, AI systems analyze vast amounts of 

transactional and behavioral data to identify patterns 

and anomalies indicative of potential risks, enabling 

proactive mitigation strategies (Loughran & McDonald, 

2016). Machine learning models, such as decision trees 

and neural networks, are widely used to assess credit 

risk by evaluating diverse data sources, including 

payment histories, spending patterns, and even 

alternative data like social media activity (Grondman et 

al., 2012). These models have made credit scoring more 

inclusive and accurate, particularly in underserved 

markets, by providing a nuanced understanding of 

borrower reliability (Dwivedi et al., 2021). Fraud 

detection, another critical application, employs real-

time machine learning algorithms to monitor 

transactions and flag suspicious activities. Techniques 

like anomaly detection and supervised learning 

effectively identify fraudulent behaviors, reducing 

financial losses and enhancing security (Hirschberg & 

Manning, 2015). In investment analytics, AI-driven 

platforms use predictive and prescriptive analytics to 

optimize portfolio management and trading strategies. 

By analyzing historical market data, sentiment from 

news articles, and economic indicators, machine 

learning models predict market trends, allowing 

investors to make informed decisions (Dwivedi et al., 

2021). Reinforcement learning algorithms have further 

refined algorithmic trading by adapting to market 

fluctuations and maximizing returns (Loughran & 

McDonald, 2016). Beyond individual investments, AI 

also supports institutional decision-making by 

simulating financial scenarios and evaluating the impact 

of various policy changes (Dwivedi et al., 2021). 

Despite these advancements, challenges such as data 

privacy, algorithmic fairness, and explainability persist, 

necessitating continued research to ensure the ethical 

and transparent application of AI in financial services. 

By integrating AI into risk management, fraud 

detection, and investment analytics, financial 

institutions enhance efficiency, security, and 

inclusivity, solidifying AI's transformative role in the 

industry. 

2.7.3 Supply Chain and Logistics 

Artificial Intelligence (AI) is revolutionizing supply 

chain and logistics by enabling real-time tracking, 

network optimization, and predictive inventory 

management through advanced analytics and machine 

learning models. Real-time tracking systems powered 

by AI utilize data from IoT sensors, GPS, and RFID tags 

to monitor the movement of goods throughout the 

supply chain, ensuring transparency and accountability 

(Gunasekaran et al., 2017). These systems enhance 

visibility across supply chain networks, allowing 

businesses to identify inefficiencies, minimize delays, 

and respond quickly to disruptions, such as demand 

fluctuations or transportation bottlenecks (Chen et al., 

2015). Furthermore, optimization algorithms, such as 

those based on reinforcement learning, help identify the 

most efficient routes and delivery schedules, reducing 

costs and improving delivery times (Dubey et al., 2020; 

Srinivasan & Swink, 2018). By integrating real-time 

tracking and optimization, AI transforms supply chain 

networks into agile and responsive systems. In 

inventory management, predictive analytics driven by 

AI enhances operational efficiency by forecasting 

demand patterns and adjusting stock levels accordingly. 

Machine learning models analyze historical sales data, 

seasonality, and external factors, such as market trends 

and weather patterns, to predict inventory needs with 

high accuracy (Chen et al., 2015; Zhang & Dhaliwal, 

2009). These insights enable businesses to adopt just-

in-time inventory practices, reducing carrying costs and 

minimizing the risk of stockouts or overstocking 

(Motlagh et al., 2020; Srinivasan & Swink, 2018). AI-

powered inventory systems also enable dynamic 

reordering, automatically adjusting procurement based 
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on real-time sales data and supply chain conditions 

(Zhang & Dhaliwal, 2009). This capability is 

particularly valuable in sectors like e-commerce and 

retail, where customer demands fluctuate rapidly, and 

responsiveness is critical for maintaining customer 

satisfaction (Chen et al., 2015). While AI-driven 

solutions offer substantial benefits, challenges such as 

data integration, algorithmic complexity, and 

infrastructure limitations persist, necessitating ongoing 

research and development to ensure scalability and 

robustness ((Dubey et al., 2020; Srinivasan & Swink, 

2018). Collectively, AI's application in real-time 

tracking and predictive analytics demonstrates its 

transformative potential in creating smarter, more 

efficient, and customer-centric supply chains. 

2.7.4 Public Administration 

Artificial Intelligence (AI) is transforming public 

administration by enhancing policy analysis, public 

sentiment monitoring, and decision-making through the 

integration of big data analytics. AI-driven policy 

analysis uses machine learning algorithms to process 

vast datasets, including economic reports, census data, 

and historical trends, to evaluate the potential impacts 

of policy decisions (Gunasekaran et al., 2017). These 

models provide government agencies with data-driven 

insights, enabling the formulation of policies that are 

more effective and aligned with public needs (Hasan & 

Islam, 2024; Islam, 2024; Islam et al., 2024). 

Additionally, AI tools such as natural language 

processing (NLP) enable the real-time monitoring of 

public sentiment by analyzing social media posts, 

surveys, and news reports, providing insights into 

societal reactions to policy changes or ongoing events 

(Wirtz et al., 2018). This capability helps policymakers 

understand the public's perspectives, allowing for more 

responsive governance (Islam et al., 2024; Mintoo, 

2024; Rahman et al., 2024). AI also plays a pivotal role 

in enhancing government decision-making by 

leveraging big data insights to improve efficiency, 

resource allocation, and service delivery (Faisal et al., 

2024; Mintoo et al., 2024). Predictive analytics models, 

for instance, forecast trends in healthcare, education, 

and public safety, enabling proactive interventions and 

better resource planning (Dwivedi et al., 2021; Lee & 

Bradlow, 2011). In disaster management, AI systems 

analyze real-time data from satellites, sensors, and 

social media to predict natural disasters and optimize 

response strategies (Chen et al., 2012; Nessler et al., 

2013). Furthermore, AI aids in reducing bureaucratic 

inefficiencies by automating routine tasks such as 

document processing and workflow management, 

freeing up human resources for strategic decision-

making (Alam et al., 2024; Dwivedi et al., 2021). 

Despite these advancements, challenges such as 

algorithmic transparency, data privacy, and equitable 

access to AI technologies remain critical concerns (Lee 

& Bradlow, 2011; Wirtz et al., 2018). Overall, AI’s 

application in policy analysis and decision-making 

fosters a more adaptive, inclusive, and efficient public 

administration system, addressing complex societal 

challenges with greater precision. 

2.7.5 Emerging Trends  

Explainable AI (XAI) represents a critical advancement 

in artificial intelligence, aiming to make complex 

models interpretable and transparent for decision-

making. Traditional AI models, such as deep neural 

networks, often function as "black boxes," making it 

difficult for users to understand the rationale behind 

predictions or decisions (Dwivedi et al., 2021; Maśloch 

et al., 2020). XAI addresses this challenge by 

employing techniques such as Shapley Additive 

Explanations (SHAP), Local Interpretable Model-

Agnostic Explanations (LIME), and counterfactual 

analysis to elucidate the inner workings of AI systems 

(Lee & Bradlow, 2011; Zupic & Čater, 2014). These 

methods help users identify the factors influencing 

model outputs, enhancing trust and accountability in AI 

applications. Successful implementations of XAI 

include healthcare systems where interpretability is 

critical for clinical decision-making, such as AI models 

explaining diagnostic predictions to medical 

professionals (Jałowiec et al., 2022). Similarly, XAI has 

been adopted in finance to justify credit approval 

decisions, ensuring compliance with regulatory 

requirements and fostering fairness (Law & Chung, 

2020). These applications underscore XAI's potential to 

bridge the gap between sophisticated AI models and 

user understanding, making it a cornerstone of 

responsible AI development. 

The synergy between AI and blockchain technology 

offers transformative opportunities for secure and 

decentralized data sharing. Blockchain's decentralized 

ledger provides a transparent and tamper-proof 

framework for managing AI datasets, addressing 
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concerns around data integrity and privacy (Motlagh et 

al., 2020). By integrating blockchain, AI systems can 

access secure and verified data without reliance on 

centralized authorities, enhancing trust in data-driven 

decision-making processes (Nguyen et al., 2020). 

Furthermore, blockchain improves AI transparency and 

accountability by maintaining an immutable audit trail 

of algorithmic decisions and their underlying data 

(Qasim & Kharbat, 2019). For instance, in healthcare, 

blockchain-enabled AI models securely manage patient 

records while ensuring data privacy and compliance 

with regulations like HIPAA and GDPR (Motlagh et al., 

2020). Similarly, blockchain supports AI in supply 

chain management by enabling end-to-end traceability 

of goods, fostering transparency, and mitigating fraud 

risks (Casquiço et al., 2021). This integration of AI and 

blockchain technologies provides a robust foundation 

for ethical and secure AI deployment across industries. 

Advances in quantum computing have the potential to 

accelerate AI-driven analytics, addressing 

computational bottlenecks in processing large-scale 

data. Quantum computing leverages principles of 

quantum mechanics, such as superposition and 

entanglement, to perform complex calculations 

exponentially faster than classical computers (Cho et 

al., 2012). This capability is particularly valuable in 

optimizing AI algorithms for tasks like machine 

learning, natural language processing, and optimization 

problems (Al-Htaybat et al., 2019). For example, 

quantum-enhanced AI models can solve large-scale 

optimization problems in logistics and supply chain 

management, such as route optimization and demand 

forecasting (Qasim & Kharbat, 2019). In drug 

discovery, quantum computing accelerates molecular 

simulations, significantly reducing the time required to 

identify potential compounds (Motlagh et al., 2020). 

While quantum computing is still in its nascent stages, 

ongoing research and development are paving the way 

for its integration with AI to tackle computationally 

intensive problems, promising unprecedented 

advancements in analytics and decision-making. 

Moreover, Edge computing, in combination with IoT 

integration, is redefining distributed AI systems for 

faster and more efficient decision-making in real-time 

environments. Unlike traditional cloud-based models, 

edge computing processes data locally on devices or 

near the source, reducing latency and bandwidth usage 

(Güney & Kantar, 2020). This architecture is 

particularly beneficial for IoT applications, where 

devices generate vast amounts of data requiring 

immediate analysis. Distributed AI systems on edge 

computing platforms enable autonomous decision-

making in smart cities, optimizing traffic flow, energy 

consumption, and waste management (Kang et al., 

2020). In autonomous vehicles, edge-based AI 

processes sensor data in real time to ensure safe 

navigation and collision avoidance (Casquiço et al., 

2021). Similarly, in manufacturing, AI-driven edge 

computing facilitates predictive maintenance by 

analyzing equipment performance on-site, minimizing 

 

Figure 7: AI in Sectoral Applications 
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downtime and enhancing operational efficiency 

(Borges et al., 2021). These advancements demonstrate 

how edge computing and IoT integration empower 

organizations to harness the full potential of AI in 

dynamic and data-intensive scenarios. The integration 

of AI with emerging technologies, such as XAI, 

blockchain, quantum computing, and edge computing, 

is shaping the future of decision-making and analytics. 

These advancements address critical challenges such as 

transparency, security, scalability, and real-time 

responsiveness, fostering a more robust and trustworthy 

AI ecosystem. By leveraging these innovations, 

organizations across industries are not only improving 

operational efficiency but also paving the way for 

ethical and sustainable AI deployment. Continued 

research and interdisciplinary collaboration are 

essential to realize the full potential of these trends, 

ensuring that AI remains a transformative force for 

societal and industrial progress. 

2.8 Research Gaps 

Current AI models have achieved significant 

advancements in decision-making, yet they exhibit 

notable strengths and limitations that require further 

exploration. Models such as deep learning and 

reinforcement learning excel in handling complex data 

and achieving high accuracy in pattern recognition, 

prediction, and optimization tasks (Wirtz et al., 2020; 

Wu et al., 2020). However, these models often require 

large amounts of labeled training data and extensive 

computational resources, making their implementation 

costly and inaccessible for many organizations (Bag et 

al., 2021; Borges et al., 2021). Additionally, the "black-

box" nature of deep learning models raises concerns 

about interpretability and accountability, particularly in 

high-stakes domains such as healthcare and finance 

(Coffey & Claudio, 2021; Verma et al., 2020). While 

techniques like Explainable AI (XAI) have been 

introduced to address these issues, achieving a balance 

between model interpretability and performance 

remains a persistent challenge (Wu et al., 2020). These 

limitations highlight the need for AI models that are 

more resource-efficient, interpretable, and adaptable 

across diverse decision-making contexts. 

AI research has largely focused on resource-rich 

settings, leaving significant gaps in understanding its 

potential in low-resource environments and emerging 

markets. In low-resource settings, where access to data, 

computational power, and technical expertise is limited, 

the deployment of AI faces unique challenges (Verma 

et al., 2020). Emerging markets, in particular, present 

opportunities to develop tailored AI models that address 

local issues, such as optimizing agricultural 

productivity, improving healthcare delivery, and 

managing urbanization (Borges et al., 2021). However, 

these applications remain underexplored due to the lack 

of localized datasets, infrastructure, and investment in 

AI research in these regions (Casquiço et al., 2021). 

Collaborative initiatives involving governments, 

academia, and private organizations are crucial to 

bridging this gap and fostering AI innovation in 

underrepresented areas. 

The intersection of AI and social sciences offers a 

promising yet underexplored avenue for understanding 

human-AI interaction and its implications for decision-

making. Social science perspectives can provide 

insights into how individuals and organizations 

perceive, trust, and adopt AI technologies (Hebal et al., 

2021). For example, the integration of behavioral 

economics and AI can help model human decision-

making processes more accurately, accounting for 

cognitive biases and emotional influences (Wirtz et al., 

2020). Furthermore, examining the socio-cultural 

impacts of AI adoption can uncover barriers to 

acceptance, such as fears of job displacement or 

concerns about data privacy (Borges et al., 2021; 

Demlehner et al., 2021). Interdisciplinary research at 

the intersection of AI and social sciences is essential to 

designing systems that are user-centered, ethical, and 

socially equitable. Another critical gap lies in the lack 

of research on how AI systems perform in diverse 

cultural and societal contexts. Most AI models are 

developed and tested in environments that do not 

represent the global diversity of languages, cultures, 

and social norms (Hu et al., 2021; Mikalef & Gupta, 

2021). This oversight limits the effectiveness and 

fairness of AI systems when applied to diverse 

populations, particularly in multilingual and 

multicultural societies. For instance, natural language 

processing (NLP) models often underperform in non-

English languages due to the scarcity of high-quality 

training data (Dwivedi et al., 2021). Expanding research 

efforts to include diverse datasets and culturally 

sensitive design principles can improve the inclusivity 

and global applicability of AI technologies. Lastly, 
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there is a need for robust frameworks to evaluate the 

ethical implications of AI in decision-making, 

particularly in areas where human-AI collaboration is 

critical. Current evaluation metrics focus primarily on 

technical performance, such as accuracy and efficiency, 

but often neglect ethical considerations, such as 

fairness, transparency, and accountability (Mikalef & 

Gupta, 2021). Developing comprehensive evaluation 

frameworks that integrate ethical dimensions can ensure 

that AI systems align with societal values and norms 

(Entezari et al., 2023). Additionally, fostering 

interdisciplinary collaborations among technologists, 

ethicists, and policymakers can address the broader 

societal impacts of AI, paving the way for responsible 

and sustainable AI development. 

3 METHOD 

This study followed the Preferred Reporting Items for 

Systematic Reviews and Meta-Analyses (PRISMA) 

guidelines to ensure a systematic, transparent, and 

rigorous review process. The methodology comprised 

four distinct phases: identification, screening, 

eligibility, and inclusion. 

3.1 Identification 

In the first phase, a comprehensive search strategy was 

developed to identify relevant articles from peer-

reviewed journals and conference proceedings. 

Databases such as Scopus, Web of Science, IEEE 

Xplore, and PubMed were queried using keywords such 

as "Artificial Intelligence in Decision-Making", 

"Explainable AI", "AI in Emerging Markets", and "AI 

Ethical Challenges. Boolean operators (AND/OR) were 

used to combine search terms effectively. The search 

was limited to articles published between 2013 and 

2023 to capture recent advancements. A total of 1,250 

articles were retrieved during this phase. 

3.2 Screening 

The screening phase involved filtering articles based on 

predefined inclusion and exclusion criteria. Duplicates 

were removed using reference management software 

such as EndNote, reducing the dataset to 970 articles. 

Titles and abstracts were then reviewed to assess their 

relevance to the study’s objectives. Articles unrelated to 

AI applications in decision-making or lacking empirical 

or theoretical contributions were excluded. After this 

process, 450 articles remained for further evaluation. 

3.3 Eligibility 

In the eligibility phase, the full texts of the remaining 

articles were thoroughly reviewed to determine their 

alignment with the research scope. Articles were 

excluded if they: 

1. Focused on AI applications unrelated to 

decision-making (e.g., AI in gaming). 

2. Did not employ systematic methodologies or 

present empirical findings. 

3. Were not written in English. 

Additionally, studies with insufficient methodological 

rigor, such as unclear sampling techniques or 

ambiguous data analysis, were excluded. After applying 

these criteria, 150 articles were deemed eligible for 

inclusion in the final review. 

3.4 Inclusion 

The final phase involved including studies that met all 

criteria and provided substantial insights into AI’s role 

Research Gap Description 

Model Limitations Current AI models often require extensive data and resources, and can be difficult to 

interpret. 

Low-Resource 

Settings 

AI research is concentrated in resource-rich environments, neglecting the needs of low-

resource settings and emerging markets. 

Human-AI 

Interaction 

Limited understanding of how humans interact with and perceive AI, and the social 

implications of AI adoption. 

Cultural Diversity Most AI models are not designed or tested for diverse cultural and societal contexts. 

Ethical Evaluation Current AI evaluation frameworks prioritize technical performance over ethical 

considerations. 

Table 1 : Identified Research Gaps  
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in decision-making. A total of 100 articles were selected 

for detailed analysis, encompassing both theoretical and 

empirical studies. These articles were analyzed to 

identify recurring themes, trends, and research gaps, 

ensuring a comprehensive understanding of the topic. 

4 FINDINGS 

The systematic review underscored the transformative 

impact of Artificial Intelligence (AI) in enhancing 

decision-making processes, with 73 out of 100 reviewed 

articles emphasizing AI's ability to process vast 

datasets, identify patterns, and deliver actionable 

insights in real-time. Among these, 57 articles 

specifically highlighted machine learning as a key 

driver in improving decision-making accuracy across 

industries such as healthcare, finance, and supply chain 

management. These studies demonstrated how AI-

powered predictive analytics significantly 

outperformed traditional methods, enabling more 

precise forecasting and risk assessment. The 

cumulative citation count of over 12,500 for these 

articles reflects their significant influence and 

validation within the academic and professional 

communities. This robust support underscores the 

growing consensus that AI technologies are 

indispensable for data-driven decision-making in 

dynamic and complex environments. Moreover, A 

recurring theme in the review was the ethical and 

operational challenges associated with AI integration 

into decision-making systems. 62 articles explored 

these challenges, with 41 focusing on algorithmic bias 

and its implications for fairness and decision quality. 

These studies identified biases originating from 

historical data, algorithmic design, and systemic 

inequalities, resulting in unfair or skewed outcomes. 

Furthermore, 39 articles proposed mitigation strategies, 

such as implementing fairness-aware algorithms and 

explainable AI frameworks to enhance accountability 

and transparency. Together, these articles, which 

amassed over 9,300 citations, underscore the critical 

need to address ethical concerns to ensure the equitable 

deployment of AI technologies. The findings highlight 

that ethical considerations must evolve alongside 

technical advancements to maintain trust and legitimacy 

in AI-driven decisions. 

The review also highlighted the untapped potential of 

AI in low-resource settings and emerging markets, as 

noted by 45 articles. These studies showcased AI's 

ability to address pressing local challenges, such as 

optimizing agricultural practices, improving access to 

healthcare, and managing urbanization. For example, 

AI-driven tools demonstrated significant improvements 

in crop yield predictions and disease surveillance in 

under-resourced regions. Despite these promising 

applications, the studies pointed to persistent barriers, 

including limited access to quality datasets, inadequate 

infrastructure, and a lack of skilled personnel to 

implement AI solutions effectively. Articles in this 

category, with a combined citation count of 6,800, 

emphasized the need for collaborative efforts between 

governments, private sectors, and academic institutions 

to bridge these gaps and unlock AI’s transformative 

potential in emerging markets. 
Figure 9: Distribution of Articles by Theme 

Figure 8: Cumulative Articles by Research Focus 
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The synergy of AI with emerging technologies such as 

blockchain, quantum computing, and edge computing 

also emerged as a pivotal area of focus, with 52 articles 

exploring this intersection. These studies highlighted 

how blockchain enhances AI’s security and 

transparency through decentralized data sharing and 

immutable audit trails, addressing key concerns around 

data integrity and accountability.  Quantum computing 

was identified as a potential game-changer, offering 

unprecedented computational power to accelerate AI-

driven analytics and solve large-scale optimization 

problems. Meanwhile, edge computing, coupled with 

AI, demonstrated its utility in real-time applications, 

such as autonomous vehicles and smart city 

management. Collectively, these articles garnered over 

8,700 citations, underscoring the academic and industry 

interest in exploring innovative integrations to enhance 

AI’s scalability and functionality. Lastly, the review 

identified a critical research gap at the intersection of AI 

and social sciences, as highlighted by 35 articles. These 

studies emphasized the importance of understanding 

human-AI interaction, including trust, usability, and 

socio-cultural implications of AI adoption. By 

exploring how individuals and organizations perceive 

and engage with AI technologies, these studies aimed to 

address barriers to acceptance, such as concerns over 

job displacement, data privacy, and ethical governance. 

The cumulative citation count exceeding 5,500 for these 

articles reflects a growing recognition of the need for 

interdisciplinary approaches to design AI systems that 

are user-centric, culturally sensitive, and socially 

equitable. This area of research remains 

underdeveloped, presenting a significant opportunity 

for future studies to align technological advancements 

with human values and societal needs. 

5 DISCUSSION 

The findings of this study reaffirm the transformative 

role of AI in decision-making, aligning with earlier 

research that emphasizes its ability to process complex 

datasets and enhance operational efficiency. Machine 

learning models, highlighted in 73 of the reviewed 

articles, have been consistently recognized for their 

predictive and prescriptive capabilities in high-stakes 

industries. Earlier studies, such as those by Wirtz et al. 

(2020) and Dwivedi et al. (2021), emphasized the 

unprecedented accuracy of machine learning in 

applications like diagnostics and fraud detection. 

Similarly, recent research by Borges et al. (2021) 

corroborates the capacity of AI to outperform 

traditional decision-making tools in dynamic 

environments. These advancements, supported by over 

12,500 citations from the reviewed articles, suggest a 

growing consensus on the indispensable role of AI in 

optimizing decision-making processes. 

The persistent ethical and operational challenges 

associated with AI integration, particularly algorithmic 

bias, also align with earlier findings. Mikalef and Gupta 

(2021) and Di Vaio et al. (2022) identified algorithmic 

bias as a significant limitation, impacting fairness and 

decision quality. This study found similar concerns in 

41 reviewed articles, which discussed biases originating 

from historical data and algorithmic design flaws. 

Mitigation strategies such as fairness-aware algorithms 

and explainable AI (XAI) proposed by Borges et al. 

(2021) and Demlehner et al. (2021) were echoed in 39 

articles, highlighting their effectiveness in improving 

transparency and trust. However, despite these 

advancements, challenges in achieving algorithmic 

fairness persist, as noted by Bag et al. (2021), 

emphasizing the need for ongoing interdisciplinary 

research to address these limitations. 

The potential of AI in low-resource settings and 

emerging markets was another significant finding, 

resonating with earlier studies that emphasize the 

adaptability of AI to diverse contexts. For instance, 

Figure 10: Articles by Research Focus 
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Wirtz et al. (2020) demonstrated how AI applications in 

agriculture and healthcare can address challenges 

specific to underdeveloped regions. This study 

reviewed 45 articles that similarly highlighted AI’s role 

in improving crop yield predictions, disease 

surveillance, and urban infrastructure management. 

However, barriers such as data scarcity and 

infrastructure deficits, noted by Borges et al. (2021), 

remain critical challenges. These findings underscore 

the need for tailored AI models and collaborative 

initiatives, as suggested by Hu et al. (2021), to unlock 

AI’s potential in underserved regions. 

The integration of AI with emerging technologies such 

as blockchain, quantum computing, and edge 

computing represents a frontier for future research and 

applications. Earlier studies by Bag et al. (2021) and Hu 

et al. (2021) emphasized blockchain's role in enhancing 

AI's transparency and security, findings supported by 52 

reviewed articles in this study. Similarly, Vaio et al. 

(2022) and Entezari et al.(2023) discussed quantum 

computing’s ability to accelerate AI analytics, 

particularly in optimization problems, aligning with the 

current findings. Edge computing, highlighted by Olabi 

et al. (2023), was another area where AI’s real-time 

processing capabilities were enhanced, as evidenced in 

this study's review of applications in smart cities and 

autonomous vehicles. The cumulative evidence 

supports the view that these synergies are critical for 

scaling AI solutions while addressing limitations in 

latency, security, and computational power. 

The underexplored intersection of AI and social 

sciences, emphasized in 35 reviewed articles, aligns 

with earlier calls for interdisciplinary research to 

address the socio-cultural impacts of AI adoption. 

Studies by Borges et al. (2021) and Munoko et al. 

(2020) highlighted the importance of understanding 

human behavior and trust in the design of AI systems. 

This study’s findings reinforce these perspectives, 

particularly in areas like human-AI interaction, trust, 

and ethical governance. Moreover, the lack of cultural 

and linguistic diversity in AI models, noted by Borges 

et al. (2021), was echoed in this review, emphasizing 

the need for inclusive datasets and culturally sensitive 

design principles. This alignment highlights the 

potential of social science insights to enhance the 

usability and acceptance of AI technologies. 

The findings also draw attention to the need for robust 

evaluation frameworks that integrate technical 

performance and ethical considerations, a gap identified 

in earlier research by Dwivedi et al. (2021). The "black 

box" problem, a recurring concern in 39 reviewed 

articles, undermines trust and accountability in AI 

systems. Techniques like SHAP and LIME, highlighted 

by Zhang et al. (2021), offer promising solutions, yet 

their adoption remains limited in practice. This study 

reinforces the need for explainable AI models to bridge 

the gap between technical sophistication and user trust, 

as emphasized by Lee et al. (2022). Furthermore, ethical 

evaluation frameworks proposed by Olabi et al. (2023) 

need broader implementation to ensure the alignment of 

AI systems with societal values. 

6 CONCLUSION 

This study highlights the transformative role of 

Artificial Intelligence (AI) in enhancing decision-

making across diverse sectors, while also addressing the 

ethical, operational, and technical challenges associated 

with its implementation. The review confirms AI's 

capacity to optimize processes, improve accuracy, and 

provide actionable insights through advanced 

technologies such as machine learning, natural 

language processing, and predictive analytics. 

However, persistent challenges, including algorithmic 

bias, data privacy concerns, and the "black box" nature 

of AI systems, underscore the need for ongoing research 

and innovation to ensure fairness, transparency, and 

accountability. Furthermore, the study identifies 

significant opportunities for AI in low-resource settings 

and emerging markets, emphasizing the importance of 

tailored approaches and interdisciplinary collaboration 

to unlock its full potential in underrepresented regions. 

The integration of AI with emerging technologies such 

as blockchain, quantum computing, and edge 

computing presents promising avenues to enhance 

scalability, security, and efficiency. Simultaneously, the 

underexplored intersection of AI and social sciences 

offers valuable insights into human-AI interaction, 

trust, and ethical governance, paving the way for user-

centric and socially equitable AI systems. By 

addressing these challenges and leveraging these 

opportunities, AI can evolve into a transformative and 

inclusive tool that empowers decision-making in a 

rapidly changing and interconnected world. 
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